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Abstract

In this project, we examined two datasets, real estate and income. The main goal of our analyses
was to predict the price of a home given several features of the houses and to determine whether
income data could be used as a surrogate for location data when access to observations in a spec-
ified location is limited. We used 3 models to do prediction and then did Principal Components
Analysis to further analyze the feature space. Our results were mainly that the zip code yields very
useful spatial information that cannot be derived from income alone. Additionally, we found that the
relationship between the predictors and the response is non-linear in many cases.



1 Background & Significance

Our dataset concerns home prices from a real estate website and income in various regions. Specif-
ically, we have joined the two tables on the zip code predictor. We perform regression on the price of
homes given the following predictors: number of bedrooms, bathrooms, the size of the lot (in acres),
the size of the house (in square feet), the mean income (in USD), the standard deviation of income (in
USD), and zip code.

Our research questions consist of the following:

» How does location relate to home prices?
» How useful are various predictors in prediction of price?

Developing and analyzing a model to predict the price of homes serves as a real estate and devel-
opment tool for understanding the value of a house. Additionally, we may obtain economic insight
into how mean income and income disparities (standard deviation of income) are related to housing
characteristics.

2 Methods

2.1 Linear Regression

We fit a linear regression model to the data in R as a baseline for our experimentation

§ = Bo + Bix1 + Boxa + B3z + Baxa + Bsas + Pexe
where,

(x1, 2,23, 24, T5,26) = (Beds, Baths, House Size, Lot Size, Avg. Income, Std. Income)

In addition to the linear regression model fit on all the data, we also split the dataset on zip-code and fit
models to each subset of the data with more than 100 observations. The histogram of the R? scores is
in the results section.

2.2 Elastic-Net Regression

We also fit an elastic net regression model to the same predictors as the linear regression. We used
a = 0.5, which means the L; and L, regularization terms are mixed equally, therefore allowing variable
elimination.

2.3 Neural Network
The neural network we implemented was a fully connected feed forward network. The Architecture is:
« Layer widths: (512,256, 128,64, 32,8,1)
 Loss Function: Mean Squared Error
* Optimizer: Adam
* Activation Function: ReLU

We used an ensemble of 10 separately trained neural networks, all with the same architecture. Addi-
tionally, we examined performance with and without zip codes passed into the model.



2.4 Random Forest

We fit Random Forest (RF) regression models to the data. We trained with and without spatial informa-
tion. Since we had 6/7 predictors, we chose m = 2. Finally, we used the elbow method to determine
the number of trees to use.

2.5 Principal Components Analysis

We fit a principal components model to the same predictors as the linear regression.

3 Results

3.1 Linear Regression

The adjusted R? score for the linear regression model is: 0.2455. Additionally, there was a statistically
significant result indicating that the “Lot Size" variable should be dropped. Finally, the coefficient table
is included in the appendix.

Histogram of RSqd

This histogram indicates that the majority of models had an R?

larger than 0.5, indicating moderate performance. Still, there are
others with much lower performance which could contribute to the :
R? of the model fit on all the data being low.
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3.2 Elastic-Net Regression

The adjusted R? for the Elastic-Net model was: 0.2281. This method eliminated the “Lot Size" variable.
The coefficient estimates of the elastic net regression are in the appendix.

3.3 Neural Network

The R? of the 10 ensembled neural networks with spatial information (zip code) was 0.6214 and 0.6003
for the arithmetic mean and median of the model predictions respectively. The R? of the 10 ensembled
neural networks with no spatial information was 0.4487 (mean) and 0.4381 (median). The R? for each
of the neural networks is included in the appendix.

3.4 Random Forest

After trying multiple different values of ntree, we decided that 50 was best although the elbow plot was
noisy. The elbow plot is in the appendix. The R? for the model with spatial information was 0.6188. The
R? for the model without spatial information was 0.6121.

3.5 Principal Components Analysis

The scree plot, cumulative proportion of variance explained plot, and biplots are included in the ap-
pendix. The principal component loading vectors are in Table 1.



¥1 P2 ¥3 P4

bed 0.4164 | 0.4576 | -0.0006 | 0.4365
bath 0.4954 | 0.3477 | -0.0038 | 0.2782
acre lot -0.0032 | 0.0077 | 0.9999 | 0.0013

house size 0.3724 | 0.3480 | -0.0001 | -0.8556
avgincome | 0.4790 | -0.5118 | 0.038 | 0.0051
std income 0.4617 | -0.5354 | 0.0077 | -0.0073
% of variance | 0.3763 | 0.2526 | 0.1667 | 0.1139

Table 1: Principal Component Loading Vectors

Interpretations:

» 1: Positive relationship between all variables (except acre lot).

* po: Contrast of house quality (size, # of bed, # of bath) with income.
* (3. Lot size component.

* 4: Contrast between room amenities and house size.

90.95% of variance explained with four components

4 Analysis & Future Work

First, given the meaningful interpretations of the PCA of the data, an avenue for future work could be to
re-train all of the models we have but using the scores of each observation instead of the observations
themselves. To compare the results of the prediction methods, we present the ranking of prediction
accuracy based on R? (zip denotes those with spatial information):

NN (zip) > RF (zip) > RF (no zip) > NN (no zip) > Linear Regression > Elastic-Net Regression

R-Squared: 0.6214 > 0.6188 > 0.6121 > 0.4487 > 0.2455 > 0.2281

The performance of the random forest and neural network in comparison to the linear models indicates
that there is a likely a non-linear relationship between the predictors and the response since the linear
models performed far worse. Of the best models evaluated, neural networks and random forests, we
find that including spatial information in the form of zip codes is useful in increasing prediction accuracy,
though more so in the case of neural networks. The histogram of R? scores for linear models when split
on zip code tends to have an R? above 0.5, higher than the R? for the single linear model trained on all
the data. This indicates that spatial information is useful. Our future work is to determine how to encode
the spatial information more effectively. In this direction, an approach may be to take the center latitude
and longitude of each zip code as features which could prove beneficial for the prediction accuracy
of the models. Finally, due to the output of both the linear regression and elastic-net regression, we
conclude that the Lot Size is not useful in predicting price while all other variables have some use in
this respect. A general conclusion one could draw from this analysis is that there are certain locations
which have more easily predictable home prices given the predictors we conducted analysis on.
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A Appendix

Note that for all methods, we utilized a dev-set approach to estimating the test error via R2. That is,
we held out approximately 20% of the data, trained on the remaining 80%, and ran predictions on the
held-out 20% to obtain an estimate of the test R2.

A.1 Linear Regression

call:
Im{formula = datafprice ~ dataSbed + dataSbath + dataShouse_size +
datafacre_lot + dataSmean_income + datajstdev_income)

Residuals:
Min 1q Median 3q Max
-31205528 -223916 -64825 109539 77676238

Coefficients:

Estimate std. Error t value Pr>|t|)
{Intercept) -5.096e+05 3.534e+03 -144.181 <2e-16
data$bed .346e+04 9.410e+02 24.936 <2e-16
dataShath .802e+05 9.651e+02 186.755 <2e-16
dataShouse_size 3.385e+01 5.036e-01  67.227 <2e-16
dataSacre_lot -2.856e-01 1.217e+00 -0.235 0.814
data$mean_income 2.092e+00 4.650e-02  44.983 <2e-16
data$stdev_income 5.65%e+00 9.080e-02  62.328 <2e-16 ***

signif. codes: 0 “***’ 0,001 “*¥’ 0.01 **' 0.05 ‘.7 0.1 ° ' 1
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rResidual standard error: 570800 on 482623 degrees of freedom
Multiple R-squared: 0.2455, Adjusted R-squared: 0.2454
F-statistic: 2.617e+04 on 6 and 482623 DF, p-value: < 2.2e-16

Figure 1: Output of Linear Regression
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Figure 2: Elastic Net Regression Output

Note that we also tried to do Elastic-Net Regression on the principal component scores of our obser-
vations but obtained an unsatisfactory R? of approximately 0.0108. We decided it would not be worth
including in the primary analysis.



A.3 Neural Network
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Figure 3: Output of Ensemble - Spatial Info (Left), No Spatial Info (Right)

A.4 Random Forest

N-Trees vs R-sqd — Spatial Data

N-Trees vs R-sqd — No Spatial Data
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Figure 4: R-sqd vs. N-Trees
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A.5 Principal Components Analysis

Scree Plot Cumulative PVE Plot
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Figure 6: Biplots - Only Loading Vectors

We attempted to use the biplot() function in R but since we had too much data, the points would not plot
properly. Therefore, we implemented a function that plots the appropriate vectors without observations
manually.



