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Agenda

1. LAD Optimized Prices
2. Time Series Forecasting
3. Dynamic Pricing: A Learning Approach
4. Dynamic Programming

Nickʼs Approaches

Which Forecast to choose
1. Competitor types
2. Forecast models
3. Analysis



Nick



LAD Optimized Prices Revisited Nick

Used estimated demand to price:

- Demand Model:

- Revenue Function:

- Optimization of R

Wanted to account for the target demand:

- Sell remaining inventory evenly:

- Solve for price needed:

- Inventory weight: 

- Final Price: 



LAD Optimized Prices Nick
● After experimenting further with RLS, switched to integer linearized LAD to stay with the course. 

● Retrained every 10 periods.

● Added heuristics to account for competitor action, exploration, and dealing with unrealistic LAD models.

● Also stored coefficients for analysis.



LAD Optimized Prices Nick
● Results 111725 

○ Best placing round with the LAD model as described.
○ Low demand day (but I placed 8th).
○ My competitor here priced $50 the entire time and topped the 

leaderboard. I still won against him in this one though)



LAD Optimized Prices Nick
● Results 111725 

○ Examination of LAD coefficients in best run.



LAD Optimized Prices Nick
● Results 111925 

○ Had trouble selling enough…

○ One can see the relaxation of the competitor price constraint →

○ The first 10 seasons were random uniform to get data for LAD

○ Was a relatively high demand day.



LAD Optimized Prices Nick
● Results 111925 

○ Examination of the LAD coefficients in the best 
competition.



Dynamic Pricing: A Learning Approach Nick
● Using historical prices (and assuming optimal competitor behavior) we implement the following model:

● But how do we get the competitor coefficients? By minimizing:



Dynamic Pricing: A Learning Approach Nick

Inventory Management Heuristic

Estimation of Competitor Coefficients Inside p)

← Estimation of Competitor Coefficients



Dynamic Pricing: A Learning Approach Nick
● Results 112425

○ Most of the revenue was from the below competition. 
○ Near perfect performance on bottom, worse on top.
○ No early sell outs, many runs with stock remaining.



Dynamic Pricing: A Learning Approach Nick
● Results 112425

○ Still my coefficients
○ Can see good values for theta 0 and theta 1



Forecasting Nick
● In the next three approaches, we use the linear demand model and plug in the forecasted competitorʼs price.

○ First, naive
○ Second, ETS
○ Third, AR2



Forecasting Nick
● Results 112625 - Naive Forecast:

○ Decent but still not enough selling!
○ Competitor was ImpartialGoldfish #1 on the 

leaderboard. With constant price strategy)



Forecasting Nick
● Results 112625 - Naive Forecast:

○ Note that the values for the thetas here tend 
close to 0. This wasnʼt the case for poorer 
performing competitions.



Forecasting Nick
● Results 112925 - Smoothing Forecast:

○ Fewer catastrophic failures
○ Overall best demand model + forecasting run



Forecasting Nick
● Results 112925 - Smoothing Forecast:

○ The values for thetas are tending 
closer to 0 than the other 
competitions.



Forecasting Nick
● Results 12125 - AR2 Forecast:

○ Used a lag of 2, naive forecast when AR failed or there was too little data
○ Here we had strange results (top) and my best run (bottom)



Forecasting Nick
● Results 12125 - AR2 Forecast:

○ Here we have many outliers in 
parameter estimation



Dynamic Programming Nick
● Used the techniques introduced in class to create the value table.

● Had to optimize the code to run fast enough.



Dynamic Programming Nick
● Results 12062025

○ Used static demand model params 
(estimated from 23 days)

○ Maybe I should use a couple DP tables.



Dynamic Programming Nick
● Results 12082025

○ Used the overall parameters in the first 50 
periods and estimated parameters for the 
second 50.

○ High standard deviation of price in the 
second half



Some overall statistics + visualization



Reflections & Next Steps
● It seems that small values of theta in the OLS models tend to work better.

○ Perhaps add regularization.

● We seem to not be stocking out enough (i.e. losing profits!. This contrasts the last competitionʼs performance

○ We need to focus more on underpricing the competitor (i.e. better adversarial behavior).

● Computational feasibility is becoming an issue (particularly with Dynamic Programming)

○ Ensure that the models developed are actually feasible within the time, explore fast approaches

● Maybe better demand models would yield better performance



Raphael



Which Forecast Model is the best?
● Accuracy
● Computation Time
● Parameter Settings



Competitor Types
● Variance of Prices
● Changes towards my prices

Low Var Med Var High Var

Low Attach

Med Attach

High Attach
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Competitor Types
● Variance of Prices
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Low Var Med Var High Var

Low Attach Constant Random

Med Attach Random

High Attach Copy Cat Copy Cat I am 
Random
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Low Var Med Var High Var

Low Attach Constant Random

Med Attach Random

High Attach Copy Cat Copy Cat I am Random



Competitor Types
● Variance of Prices
● Changes towards my prices

Low Var Med Var High Var

Low Attach Constant Price-Adapt Random

Med Attach Comp-Adapt Complex Random

High Attach Copy Cat Copy Cat I am Random



Competitor Types
● Constant
● Random
● Copy Cat
● Adapt opp
● Adapt price
● Adapt complex
● Unexpected Changes
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Competitor Types
● Constant
● Random
● Copy Cat
● Adapt opp
● Adapt price
● Adapt complex
● Unexpected Changes
● Reoccuring pattern



Forecast Models
from statsforecast.models import AutoETS, AutoARIMA, HoltWinters

HYPERPARAMETERS = {

   "latest_mean_average": {"use_this_many_latest_steps": [1,2, 5, 10, 50]},

   "last_seasons_values":{"sigma": [0.5, 1, 2, 4]},

   "exponential_smoothing": {

       "model": ["ZZZ", "AZZ", "AZN", "MZN", "MZZ"],

       "damped": [True, False]

   },

   "arimax": {

       "p": [0, 1, 2],

       "d": [0, 1, 2],

       "q": [0, 1, 2],

   },

   "holt_winters": {

       "season_length": [12, 25, 100],

       "mode": ["Add", "Multi"],



Forecast Models
Setup:
- For Each Competition type:

- Sample 50 random points 
- For Each Model Parameter Setup: 

- Predict next price
- Calculate MAE



Analysis



Analysis - Difficult Predictions



Analysis - Difficult Predictions



Analysis - Difficult Predictions



Analysis - Difficult Predictions



Analysis - Parameters



Analysis - Adapt Comp - Expo. Smooth.



Analysis - Adapt Comp - Holt-Winter



Analysis - Adapt Comp - Arimax



Analysis - Unexpected Changes
Exponential Smoothing Arimax



Analysis - Only Best Hyperparameters



Analysis - Only Best Hyperparameters



Analysis - Outliers of exp. smoothing



Analysis - Outlier Model Correlations



Analysis - Outliers



Analysis - Breakdown
● On average exponential smoothing predicted best on 

given competitions.
● At some tasks, holt-winter Mult & 100 seasons) might be 

better

What about the computation time?



Analysis - Time Analysis - expo smooth



Analysis - Time Analysis - holt winter



Analysis - Time Analysis - holt winter



Forecast Models - Changed Setup
Setup:
- For Each Competition:

- Sample 12 random points 
- For Each Model Parameter Setup: 

- Predict next price
- Calculate MAE



Analysis - All Data



Analysis - All Data



Analysis - Outlier Comparison



Analysis - Outlier Comparison



Analysis - Outlier Comparison



Analysis - Outlier Comparison

Sadly it is expensive



Analysis - Outlier Comparison



Conclusion Raph

● Exponential Smoothing works well in this duopoly
○ Still analyse the competitions, where exponential 

smoothing fails
○ Maybe there is a better algorithm out there

● Rather spend computation time on a better demand 
model



All models are wrong, but 
some are useful

1976, George Box


